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A Note on AI Stacks for NAIRR participants
● Cloud providers are in a frenetic rush to innovate
● The only constant of cloud AI is change
● This deck is a snapshot: Be prepared to bootstrap further

Today:

● This overview (8 slides)
● Checkpointing (5 slides)
● CloudBank (4 slides)
● Fly-over of core actions: Azure, AWS, GCP (90 slides [sic])
● Cloud AI stacks (36 slides: 6 general + 3 x 10)

This slide deck is public and subject to frequent change.

We also include links to more methodical documentation.



CloudBank Research Model

● Builders: Create data science cyberinfrastructure (CI)
● Users: Do their research on the CI
● Admins: optimally manage cloud resource use
● Educators: Bring the research program into the classroom

Research team needs: Operational, technical, curriculum

CloudBank facilitates research by providing support to Builders, Users, Admins 
and Educators



Patterns

● CloudBank is always looking for patterns and templates 
● One favorite example is the “Littlest Jupyter Hub” from UC Berkeley

○ This enables data science exploration on the “small team scale”

https://tljh.jupyter.org/

● A word on the efficacy of working with ephemeral students

https://tljh.jupyter.org/


Cloud use themes (1 of 5): Interaction with the cloud

3 ways to interact with a particular cloud

● A Console or Portal

● Command Line Interface (CLI)

● Application Programming Interface (API)



Cloud use themes (2 of 5): Data storage

Three types of data storage

● Block storage: Familiar “disk drive”, files
● Object storage: Cheaper per byte, unlimited, objects 

● Relative cost: 9 versus 2.3 cents per GB per month
● Database



Cloud use themes (3 of 5): Virtual Machines

Treat cloud use as an optimization problem

● A small investment of your time
● Double or triple the amount of computation you can do

Stopping VMs at night, learning machine images

Using preemptible VMs with checkpointing



Cloud use themes (4 of 5): Services

A plethora of services

● Do-it-yourself flavors are cheaper + require expertise
● Managed flavors are more expensive, less hassle



Cloud use themes (5 of 5): Laboratories

● Cloud providers offer managed “research laboratory” 
environments (and AI stack interface services)
○ Google Colab (Gemini etc)
○ Azure AI Studio (Azure OpenAI etc)
○ AWS SageMaker (Bedrock etc)



End Overview
Start Preemptible



Define Checkpointing

The practice of checkpointing: Storing the state of a computation, usually so that the 
computing task can be interrupted and then resumed “from where we left off”.

Cloud instances have appreciable (vast) unused capacity: Computers with nothing to do. 
These are understood to comprise a resource pool which is made available at reduced 
rates, often 50% to 90% discount. This is a “spot market”.

The use of spot market VMs comes with a catch: Machines can be preempted (taken 
away) on very short notice: 2 minutes. 

This leads to an optimization problem for the Researcher: How to implement 
checkpointing as a hedge against preemption, with the end result that $10,000 can be 
used to purchase $30,000 of compute power?



Pointer to separate presentation

Preemptible instances and checkpointing are discussed in the Cloud Clinic deck 
first presented on 23-JAN-2025.



End Preemptible
Start CloudBank



CloudBank features

● CloudBank portal https://cloudbank.org >>> GCP, Azure, AWS etc
● CloudBank help help@cloudbank.org
● CloudBank community https://community.cloudbank.org Q&A
● CloudBank vendor connections… got a quota problem?
● CloudBank learning resources

○ Our videos and other content: Through the portal
○ Connections to vendor-provided content

● CloudBank cloud use machinery
● Operational tasks: Add team members, track spend

https://cloudbank.org
mailto:help@cloudbank.org
https://community.cloudbank.org


community.cloudbank.org



End CloudBank
Start Azure



Microsoft Azure (Azure) Fly-over

https://portal.azure.com

https://portal.azure.com


Azure Jargon

Subscription: Your Azure account where spend accrues

Resource Group: A logical container for related resources like VMs

Storage Account: A logical collection of data storage resources

Blob: Object storage on Azure



Microsoft Azure (Azure) Fly-over

Plan

● Log in to the console
● Create a Resource Group
● Get a VM with an expanded root disk

○ Log in to the VM and install Python

● Set up object storage and upload a CSV file
● Copy the file from object to block storage
● Firewall config to starting a web server (Python, Littlest…)



Resource Groups



Create Resource Group ‘NAIRR_RG’



MSE544 Remark: More Thorough Documentation

At UW: CloudBank team members teach a portion of a data science course

Focus: building 4 types of cloud compute infrastructure

See https://cloudbank-project.github.io/az-serverless-tutorial/workstation/

We proceed here in less detailed fashion…

https://cloudbank-project.github.io/az-serverless-tutorial/workstation/


Start a Virtual Machine (VM)









Create a VM: Management tab





Download the VM access key pair



Success: We have appropriated a VM on Azure



VM Login 1: Portal > Cloud shell

Upload keypair file from before (vm1-jupyter_key.pem), then:



…from the VM command line: python3 exists already…



VM Login 2: Via VSCode IDE

● Note: This method works for any VM / any cloud. Not Azure-specific

● Visual Studio Code is a feature-rich integrated development environment (IDE) 
● We use it here simply to connect to the Azure VM we just Created
● More detail: https://cloudbank-project.github.io/az-serverless-tutorial/workstation/
● Lower-left icon launches another window
● Use this to ssh to a VM

https://cloudbank-project.github.io/az-serverless-tutorial/workstation/


Result
This screenshot shows a user 
logged in to an Azure VM as 
created above. 

The git clone command creates 
a local clone of a GitHub repository. 
This particular repo contains some 
Jupyter notebooks.

With a Jupyter notebook server 
installed on the PC and another 
installed on the VM: We can use an 
ssh connection called a tunnel to 
work in the VM Jupyter environment 
from our PC.



Jupyter notebook excerpt 1



Jupyter excerpt 2



install miniconda on the Azure VM

Visit http://anaconda.com and follow instructions for installing miniconda on Linux

http://anaconda.com




Creating the storage account













Reading a table directly from blob storage

This connects the dots: First we created and configured a Virtual Machine. 
Second we created a storage account and therein a CSV file residing in blob 
(object) storage. Third (below) we used three lines of Python on the VM to read 
that file and confirm its contents.  





End Azure
Start AWS



Welcome to AWS! Here is the console view*
● Services have dedicated landing pages
● These are shown here (below the search bar) as bookmarks
● As with all cloud platforms: Some time is required…

○ …to learn the service vocabulary
○ …to focus on what you need to use

* Talk to the AWS cloud via console, command line, or 
with a programmatic library such as boto3



AWS get-started terms

● VPC: ‘Virtual Private Cloud’ (logical collection of related resources)
● EC2: ‘Elastic Cloud Compute’ is AWS’ term for a virtual machine

○ ‘E’ frequently means ‘Elastic/Scalable’
● S3: ‘Simple Storage Service’: Object storage (buckets / blobs)
● AWS Account: Administrative entity for AWS cloud use (12 digit number)

○ Roughly equivalent to an Azure Subscription / GCP Project

● Spot Market: Preemptible resource pool
○ Cheap Virtual Machines but some probability of being kicked off on short notice (minute)

● EBS: Elastic Block Store: A detachable disk volume
● EFS: Elastic File System: A shareable disk volume equivalent to NFS

https://aws.amazon.com/vpc/
https://aws.amazon.com/ec2/
https://aws.amazon.com/s3/
https://aws.amazon.com/ec2/spot/instance-advisor/
https://aws.amazon.com/ebs/
https://aws.amazon.com/efs/




Amazon Web Services Fly-over

Plan

● Log in to the console (done on previous slide!)
● Create a Virtual Private Cloud or VPC
● Get a VM from the Spot market with an expanded root disk

○ Log in to the VM, install Python

● Set up S3 object storage and upload a CSV file
● Copy this file from object to block storage, load it into a Python program



Notice: The console includes a 
region selection: We are “in” 
the AWS region called Oregon

VPC ‘launch create wizard’ button







Find the EC2 (Virtual Machine) service and click to go there

















Here we are logged in and running Python on our AWS test EC2 instance (VM)
● On-demand would run us about $0.18 per hour
● We stipulated: Configure a larger root disk of 32GB (> 8GB default)

○ This will add $0.003 per hour
● We stipulated: Use a VM from the preemptible Spot Market

○ This should drop our price to less than $0.09 per hour



Verify this EC2 instance is in fact 
from the AWS Spot Market…



Connect to VM ‘in console’



Load in (clone) a Github repo





Sometimes One Must Terminate a VM



From Allocated Spot Market VM to Research Environment

● WARNING: This example: loose connection security :(    

● Login to the VM (VSCode remote window, ssh, Connect from console)
● Install (say) miniconda
● Clone a GitHub repo: Project-specific code base, notebooks etc
● Create a conda environment, install useful packages like pandas
● Start a Jupyter lab server with two important characteristics

○ No browser
○ Port 8889

● On my local computer
○ Use ssh to map my port 7005 to VM port 8889
○ Browser address bar: localhost:7005



Sidebar on the nexus project

● Work in progress (Github > robfatland > nexus > bash)
● Objective: Mediate the gap between research and cyberinfrastructure

https://robfatland.github.io/nexus/bash/


Jupyter lab running on the AWS Spot Market

















End AWS
Start GCP



Google Cloud Platform (GCP) Fly-over

Looking ahead: Firewall interface







































19 down
11 to go



End GCP
Start AI Overview



Artificial Intelligence Stacks

● AI defined in the broad sense
○ ~Equivalent to Machine Learning, hence AI/ML
○ Generative modes are referred to as genAI: LLMs and related

● Each major cloud has an AI “laboratory environment”
○ AWS SageMaker
○ Google Colab and AI Studio
○ Azure AI Studio (genAI-specialized) and ML Studio (data science AI/ML)

● These paid services connect to scalable GPU resources



1 down
5 to go



AI 3 vendors:
10 slides / vendor



End AI Overview
Start Azure AI



Azure…



Azure services

● Search ‘Azure AI services’ for latest
● Examples —->

○ “building apps”



End Azure AI
Start AWS AI



AWS…





End AWS AI
Start GCP AI



Google Cloud…





End of slide deck


